ABSTRACT
In information theory, such as storage model, private sharing, or encryption sometimes we want to distribute a given database into many small parts, each of which is stored by a party in such a way that when there is a cooperation of a sufficient number of parties, we are able to recover the original information. For this purpose, this paper describes the way to work on a given finite set then construct a family of uniform subsets such that there exists only one permutation that maps one-to-one each subset. Of course, the optimality of construction will be considered through its size. By evaluating the number of occurrences of each element in the subsets, it is possible to establish the lower bound for that size and using the simple undirected graph to model. The construction step is only successful with relevant data and the general case is under further study.
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1. Introduction
1.1. The related works
The reconstruction of permutation based on the given information was introduced by Rebecca Smith (2006) at a combinatorics conference. Bui et al. (2004) also discussed this in their book that “There are a group of 8 people who stored an important document in the locked box. They required at least 5 people to unlock the box. What is the minimum number of locks and keys to satisfy that requirement?”

The same question can be asked by replacing 8,5 by any positive integers \( n, k \) respectively.

These problems related to cryptography, information security, and the verified solution of the minimum number of keys is \( C_n^k \). This is just one among many problems in this scope and the ways to prove the lower bound, also the construction step is quite hard,
requires some estimation on the number of elements in the family of subsets. Before introducing the main problem, we discuss some basic theories.

1.2. Problem definition

For positive integer $n$, let $[n] = \{1, 2, \ldots, n\}$ be the collection of all first $n$ positive integers and $k$ is some integer such that $1 \leq k \leq n$. Define $k$–set as the subset of $k$ elements of $[n]$. There are some studies that worked on the family of $k$–sets, such as Sean et al. (2016) or Diatonics et al (2008). Besides, the problems of finding the smallest size of the base of $k$–sets, of the symmetric group $\text{Sym}(n)$ play an important role in not only coding theory, but also computer science and other science scopes.

Namely, we need to find the minimum size of the family of $k$–sets such that there exists only one identity permutation acting on each $k$–set of that family and fixes them (the identity permutation maps each element to itself), to construct such family of $k$–sets satisfying that condition.

For example, consider the special case $3$–sets with $n = 5$, there are 10 subsets of size 3:

\{1,2,3\};\{1,2,4\};\{1,2,5\};\{1,3,4\};\{1,3,5\};\{1,4,5\};\{2,3,4\};\{2,3,5\};\{2,4,5\};\{3,4,5\}.

Consider some permutations of $\mathcal{S} = [5]$; for example, $\sigma = (2,3,1),(4),(5)$ which maps $1 \to 2, 2 \to 3, 3 \to 1, 4 \to 4$, and $5 \to 5$.

The permutation $\sigma$ changes these $3$–sets, such as $\sigma$ maps $\{1,2,5\} \to \{2,3,5\}$. Hence, $\sigma$ will take some shuffle on these $3$–sets. On the other hand, not all $3$–set change, and we can see that $\sigma$ maps $\{1,2,3\}$ to $\{2,3,1\} = \{1,2,3\}$ since in the set, the order is not important. In this work, we call $\{1,2,3\}$ as fixed point, and we formally define them as follows:

**Definition 1. (fixed point).** Let $n$ and $k$ are positive integers such that $1 \leq k \leq n$ and some permutation $\sigma \in \text{Sym}(n)$. The $k$–set $A$ is a fixed point of $\sigma$ if and only if $\sigma$ is the bijection from $A$ to $A$, namely $\sigma(A) = A$.

**Definition 2. (base sets).** Let $n$ and $k$ are positive integers such that $1 \leq k \leq n$ and the collection of all $k$–sets $\mathcal{S}$ will be the base of $\text{Sym}(n)$ if and only if there is only the identity permutation fixing all of $k$–sets in $\mathcal{S}$. Denote that base as $\mathcal{S} = \mathcal{S}(n,k)$.

In summary, we will try to answer the question: “for the given $n, k$ what is the smallest size of the base $\mathcal{S}(n,k)$ such that there exists only one permutation (identity one) that fixes all of the subsets in the base? Construct some base like that.”

This problem can be applied in the construction (erasure) combinatorial batch code mentioned before by Paterson et al. (2009), by Jung et al. (2018), or the distributed storage by Ishai et al. (2004).
2. Main results

2.1. Special case of the problem and some properties

Consider the problem in the small size with \( n=5 \) and \( k=3 \). We investigate some properties of the subset in the family satisfying the condition mentioned above.

**Property 3.** For all pairs \( a,b \in \{1,2,3,4,5\} \), there exists a 3-set in the base \( S \) that has exactly \( a \) or \( b \).

**Proof.** Indeed, suppose all 3-sets in \( S \) consist of both \( a,b \) or contain neither of them. Because the roles of \( a \) and \( b \) are equal in all 3-sets of \( S \), therefore, the permutation \( (a,b) \) is different from the identity one since \( a \neq b \), and it fixes all the subsets in \( S \), contradiction.

**Property 4.** If in the base \( S \), there exist two 3-sets that share exactly one element then that element must be fixed in all permutations that fix \( S \).

**Proof.** Suppose that we have \( \{a_1,b_1,c\} \in S \) and \( \{a_2,b_2,c\} \in S \). Consider permutation \( \sigma \) that fixes all 3-sets of \( S \). Then \( \sigma(c) \in \{a_1,b_1,c\} \) and \( \sigma(c) \in \{a_2,b_2,c\} \) which lead to \( \sigma(c) \in \{a_1,b_1,c\} \cap \{a_2,b_2,c\} \). Therefore \( \sigma(c) = c \).

2.2. Detailed solution

From the above simple example, we will prove the size of the base \( S(5,3) = 3 \).

Choosing
\[
S = \{\{1,2,3\}, \{1,2,4\}, \{1,4,5\}\}.
\]

We will prove \( S \) is a base.

Consider some permutation \( \sigma \) that fixes all 3-sets above. According to **Property 4**, because \( \{1,2,3\}, \{1,4,5\} \) share same element 1, so \( \sigma(1) = 1 \). Next, \( \{1,2,3\} \) and \( \{1,2,4\} \) share two elements 1,2 so we have \( \sigma(2) = 2 \). We also see that \( \{1,2,4\} \) and \( \{1,4,5\} \) share 1,4 so \( \sigma(4) = 4 \). From here considering set \( \{1,2,3\} \), we see that \( \sigma(3) = 3 \), therefore \( \sigma(5) = 5 \). So \( S \) is base. Next, we suppose \( S \) is a base but \( |S| \leq 2 \).

If \( |S| = 1 \), then there exists only one 3-set, but there are six permutations fixing it (6 is the amount of permutation of 3 elements) so \( S \) is not the base.

If \( |S| = 2 \), without the loss of generality, suppose that \( \{1,2,3\} \in S \). Then the roles of each number in the following pairs \( (1,2),(2,3),(3,1),(4,5) \) are equal and currently not satisfied with **Property 3**. Thus, there must exist a set that has exactly 1 of 2 elements from each of those pairs. Firstly, there exists a set \( A \) such that \( 1 \in A \) and \( 2 \notin A \) (similarly if \( 1 \notin A \) and \( 2 \in A \)). We consider two following cases:
- If $3 \notin A$ then $A = \{1, 4, 5\}$. With pair $(2, 3)$ and $(4, 5)$, there must be at least one more set. Therefore $|S| > 2$ which contradicts the hypothesis that $|S| = 2$.

- If $3 \in A$ then $A = \{1, 3, 4\}$ or $A = \{1, 3, 5\}$. Then $(1, 3)$ still have an equal role, implying that there must be one more 3-set. This also contradicts the hypothesis $|S| = 2$.

Hence, we get the smallest size of $S(5, 3)$ is 3.

2.3. Remarks

We can see that there is more than one way to choose $S(5, 3)$. For example besides the above chosen $S$, we could choose $S' = \{(1, 2, 3), (1, 2, 4), (2, 3, 4)\}$ to have a different base $S'$. We consider another small value of $n$.

- $n = 3$, there is not any base $S$ because there exists only one set $\{1, 2, 3\}$, which contradicts Property 3.

- $n = 4$, we can prove that min $|S| = 3$ similarly to 2.2.

- $n = 6$, min $|S| = 3$ with an instant of $S(6, 3)$: $S = \{(1, 2, 3), (1, 2, 4), (1, 4, 5)\}$.

We already proved that these sets fix all five elements in $\{1, 2, 3, 4, 5\}$ so even if there is another element 6, we still have $f(6) = 6$. Notice that if we choose below 3-sets

$S' = \{(1, 2, 3), (1, 2, 4), (2, 3, 4)\}$,

then it does not work because 5 and 6 are not present.

2.4. The general problem and lower boundary

Now we consider the general problem, in which 5 elements will become $n$ elements, and 3-sets become $k$-sets. Denote $S = S(n, k)$ as the base set that satisfies the given condition. Then there will have some similar observations as in case $k = 3$:

- For every two elements $a, b \in [n]$, there exist some subsets in $S$ with exactly one of them (similarly to Property 3).

- There is one element that does not appear in any subset in $S$ (the corollary of the condition above).

- If in $S$, there are two subsets that share one common element then that element must be fixed for all permutations that fix $S$ (similarly to Property 4).

Back to the problem, let $x$ be the number of elements that appear in at least 2 sets. Let $y$ be the number of elements that appear in exactly one set. Since there is no more than one absent element, we count the number of appearances of each element in the subsets in $S$ to get

$x + y \geq n - 1$. 
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Let \( m \) be the number of \( k \)-sets for building base \( S \). Because each \( k \)-set \( s \in S \), the set \( s \) contains exactly \( k \) element so by counting the relationship (subset, element), we have

\[
km \geq 2x + y.
\]

It is clear that \( y \leq m \), thus \( x \geq n - m - 1 \). From here, we can conclude that

\[
km \geq 2x + y = x + (x + y) \geq (n - m - 1) + (n - 1) \quad \text{or} \quad m \geq \frac{2(n - 1)}{k + 1}.
\]

Therefore, we have the lower bound of \( m \) is \( \left\lceil \frac{2(n - 1)}{k + 1} \right\rceil \)

(by \( \lceil a \rceil \) we denote the smallest integer that is not smaller than the real number \( a \)).

**2.5. The structures**

**2.5.1. Additional conditions**

We will build the set \( S \) satisfies the condition \( m = \left\lceil \frac{2(n - 1)}{k + 1} \right\rceil \) and add more condition that no element exists in more than two subsets. Then we have an important estimation: “the number of elements that appear in two \( k \)-sets will not exceed \( m \) chooses 2”.

Indeed, suppose \( x > C_m^2 \) then by the pigeonhole principle, two elements will appear in two \( k \)-sets (and they will not appear in any other subset).

Next, consider \( 2(n - 1) = a(k + 1) + r \) with \( a \in \mathbb{Z}^+ \) and \( r \in \{0, 1, \ldots, k\} \). If \( r = 0 \) then \( m = a \), so all evaluation must result in the system of equations

\[
\begin{align*}
x + y &= n - 1 \\
2x + y &= km \\
y &= m
\end{align*}
\]

By solving this system of equations, we have

\[
y = m = a \quad \text{and} \quad x = n - m - 1 = \frac{a(k + 1)}{2} - a = \frac{a(k - 1)}{2}.
\]

We have also

\[
x \leq C_m^2 = C_a^2 \iff \frac{a(k - 1)}{2} \leq \frac{m(m - 1)}{2}
\]

or

\[
k \leq a = \frac{2(n - 1)}{k + 1} \iff n - 1 \geq \frac{k(k + 1)}{2}.
\]
If \( r > 0 \) then \( m = a + 1 \). Then we will still have \( 2x + y = km \) but \( x + y \in \{n - 1, n\} \) so we get \( x \in \{km - n + 1, km - n\} \). Similarly, we have

\[
n \geq \frac{k(k + 1)}{2} \quad \text{or} \quad n - 1 \geq \frac{k(k + 1)}{2}.
\]

(depending on if there is or there is no element that does not appear in any subset).

2.5.2. Building and proving by using a graph model

We will continue by using graphs. The specific steps are as follows:

Let \( A, B \) be the set that contains elements appearing twice and once, respectively. Let \(|A| = x\), \(|B| = y\), we always have \( 2x + y = km \). Based on whether we choose \( x + y = n - 1 \) or \( x + y = n \) (corresponds to whether we have an element that does not appear), we can calculate the values of \( x, y \) such that \( x \leq C^2_m \) and \( y \leq m \). For simplicity purposes, we choose \( A \) is the set \([x]\).

We let \( k - 1 \) the first positions of each set equal to the elements in \( A \). The elements in \( B \) will fill in the \( k^{th} \) position of each subset of \( S \). The distribution of the elements in \( B \) into sets must satisfy the following conditions:

- Each element appears exactly twice at two different \( k \)-sets.
- There are two \( k \)-sets that share exactly one element.

In order to achieve this, we consider the completed graph \( G = (V, E) \) in which \( V \) is a set of vertices representing \( m \) subsets in a base \( S = S(k, n) \), and \( E \) is a set of edges representing the elements in \( A \). If two \( k \)-sets share an element then they will be connected by an edge, and because of the aforementioned condition, it is a simple undirected graph. Hence, we can enumerate the edges of a graph \( G \) by using the elements from \( A \), each number is used once.

Because \(|E| \geq |A|\), this can always be done (and there could be some edges that are not used).

Then, the number \( x \) that on an edge connecting two vertices representing \( k \)-sets \( V_1, V_2 \) then \( x \in V_1, V_2 \). Notice that \((k - 1)m < 2x\) could happen, so some elements in \( A \) will be chosen to be the \( k^{th} \) element for two \( k \)-sets of \( S \) (here we care about the order of elements in the subset because of its simplicity, and it does not take effect on the original problem).

Lastly, for the \( k \)-sets in \( S \) missing the \( k^{th} \) position, we fill in that position with elements from \( B \) such that there are no two elements in the same \( k \)-set. Because \(|B| < m\),
this is always true. We could see that the structure built above is adequate. Consider permutation \( f \) fixes all the \( k \)-sets in \( S \) being built with the aforementioned steps.

- For all \( a \in A \), there exists two \( k \)-sets \( V_1, V_2 \) that contain it \((a \in V_1 \cap V_2)\) so permutation \( f \) fixes \( V_1, V_2 \) also satisfies \( f(a) = a \). Hence \( f \) fixes all elements in \( A \).
- For each element \( b \in B \), there exists some \( k \)-sets that only contain \( b \) and \( k-1 \) elements of \( A \) (already fixed) so we also have \( f(b) = b \).
- Lastly, if there is an element that does not appear, that element will also be fixed because the other \( n-1 \) elements have already been fixed.

### 2.6. Examples

We consider the following examples:

**Example 1.** For \( n = 22, k = 6 \), then we calculate the number of \( k \)-sets in the base \( S \) is
\[
m = \left\lfloor \frac{2(n-1)}{k+1} \right\rfloor = 6.
\]
Because this is a divisible case, so we must discard an element, suppose it is \( 22 \). At the same time, we also have
\[
\begin{align*}
x + y &= 21 \\
2x + y &= 6 \times 6
\end{align*} \iff \begin{align*}
x &= 15 \\
y &= 6
\end{align*}
\]

So 15 elements appear twice, and six elements appear once. Consider the following graph, the edges are enumerated based on the alphabetical order of the name of the vertices that it connects:

*Figure 1. Constructed graph for \( m = 6 \) and 15 elements*

From here we can build a complete model with all six sets:
\[
\begin{align*}
A &= \{1, 2, 3, 4, 5\},
B &= \{1, 6, 7, 8, 9\},
C &= \{2, 6, 10, 11, 12\},
D &= \{3, 7, 10, 13, 14\},
E &= \{4, 8, 11, 13, 15\},
F &= \{5, 9, 12, 14, 15\}.
\end{align*}
\]
Table 1. The distribution of elements into subsets in base

<table>
<thead>
<tr>
<th>Set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example 2.** Consider example $n = 99, k = 10$ then the number of subsets of the base $S$ is $m = \left\lfloor \frac{2(n-1)}{k+1} \right\rfloor = 18$. This is not a divisible case, so building the model becomes flexible.

If we include 99, then we have

\[
\begin{align*}
    x + y &= 99 \\
    2x + y &= 18 \times 10
\end{align*}
\]

\[
\begin{align*}
    x &= 81 \\
    y &= 18
\end{align*}
\]

Since we have $y = m$ so building the model will be similar to **Example 1**.

If we discard 99, then we have

\[
\begin{align*}
    x + y &= 98 \\
    2x + y &= 18 \times 10
\end{align*}
\]

\[
\begin{align*}
    x &= 82 \\
    y &= 16
\end{align*}
\]

Here we have $2x = 64 > 162 = (k-1)m$ so when we let element 82 appears twice in order to build $k-1$ the first elements of each subset, then there will be an element appearing at the position $k^{th}$ in those two subsets. Lastly, we fill in the $k^{th}$ element of each subset because 16 elements appear once.

**2.7. Extended analysis**

In the previous part, we just consider the case that each element contained in at most 2 subsets so we get the condition $n - 1 \geq \frac{k(k+1)}{2}$ or $n \geq \frac{k(k+1)}{2}$. This condition implies that the construction cannot be applied for all values of $(n,k)$.

For example, in case $k = n$, the problem will not be solved since each subset must take all the elements of the original set, then can make the difference among elements. And about the case $k = n - 1$, we consider all subsets of size $k$ of $[n]$ then it is easy to check that this base satisfies the condition. Next, we consider pairs $(n,k)$ satisfying

\[
k < n < \frac{k(k+1)}{2}.
\]
Thus, for each pair \((n, k)\) that satisfies the above conditions (it is clear that there exists some such base \(S\)) then to find the smallest size of \(S\), we can conclude that there exist some element appears more than three times in the finding model. So we will have

\[ m \geq \left\lceil \frac{2(n-1)}{k+1} \right\rceil + 1 \]

(since the previous lower bound cannot be used anymore).

**Example 3.** Consider \((n, k) = (14, 5)\) then \(m = 5\). Denote \(x, y\) as the number of elements that appear in \(2,1\) subsets and suppose that there just only two such kinds of elements then

\[
\begin{align*}
    x + y &= 14 \\
    2x + y &= 5 \times 5
\end{align*}
\]

\[ \iff \begin{cases} 
    x = 11 \\
    y = 3
\end{cases} \]

not satisfied since \(x = 11 > C_5^2 = 10\). Now we discard 14 and let 1 appears 3 then we get

\[
\begin{align*}
    x + y &= 12 \\
    2x + y + 3 &= 25
\end{align*}
\]

\[ \iff \begin{cases} 
    x = 10 \\
    y = 2
\end{cases} \]

We construct the graph by fill the numbers from \(2 \rightarrow 11\) on each edge as below.

![Graph](image)

**Figure 2.** Construction the graph for \(m = 5\) subsets and 11 elements

From here, the base \(S\) contains \(m = 5\) subsets as follow

\[
\begin{align*}
    A &= \{1,2,3,4,5\}, \\
    B &= \{1,2,6,7,8\}, \\
    C &= \{1,3,6,9,10\}, \\
    D &= \{4,7,10,11,12\}, \\
    E &= \{5,8,9,11,13\}.
\end{align*}
\]

3. **Conclusion and future works**

On evaluating the number of occurrences of each element in the sets, we have established the lower bound for the base and built the basis using a graph model. The construction step is only successful with the appropriate data, the general case is being studied further. With the characteristics of the problem, its applicability to data storage, security problems, private information retrieval is completely feasible.
Let consider the following situation, originating from an idea that, “There are \( n \) users and each of them stores a unique file on the server. System admin does not know who is the owner of each file so he performs a list of queries that choosing some \( k \) files and asking the users who are the owners of those files. So the smallest number of queries that need to find the exact owner is also the smallest base of \( S(n,k) \) discussed in this study.”

Through analyzing the above solutions, we have a general remark that, if an element \( x \in \{1,2,\ldots,n\} \) appears in a group of at least 2 subsets then its image \( \sigma(x) \) will belong to the intersections of these sets. In case the size of that intersection is 1 then \( \sigma(x) = x \).

This allows us to construct some elements that appear in more than 2 subsets. For this idea, we may arrange elements appropriately in \( m \) subsets to expand the bound:

\[
n \leq C_m^0 + C_m^1 + C_m^2 + \cdots + C_m^m = 2^m.
\]

The idea of the element connecting a group of subsets rather than just two subsets related to the edge in the hypergraph, so further research on that theory is likely to help thoroughly solve the given problem.
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TÓM TÀT

Trong các lĩnh vực về lý thuyết thông tin như dựng mô hình lưu trữ, chia sẻ riêng tư, mã hóa... đôi khi ta muốn phân tán một mẫu dữ liệu cho trước thành nhiều phân nhỏ, mỗi phần được lưu giữ bởi một party mà khi số lượng đủ nhiều các party phối hợp với nhau thì sẽ có cách khôi phục lại được thông tin gốc. Hướng tới mục tiêu đó, bài viết này việc xuất phát từ một tập hợp hữu hạn,xây dựng một họ các tập con cùng số phần tử sao cho tồn tại duy nhất một hoán vị là ánh xạ 1-1 vào mỗi tập con. Tất nhiên, tính tối ưu sẽ được xết thông qua kích cỡ nhỏ nhất của họ các tập con đó. Bằng cách đánh giá số lượt xuất hiện của mỗi phần tử trong các tập con, ta có thể thiết lập được thành công chặn dưới cho số tập con, đồng thời xây dựng được bằng mô hình graph đơn vệ hướng. Bước xây dựng chỉ thành công với những dữ liệu thích hợp và trường hợp tổng quát đang được nghiên cứu cùng thêm.

Từ khóa: tập cơ sở; điểm bất động; độ thị; khôi phục hoàn vị