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ABSTRACT

Video retrieval is a searching problem on videos or clips based on the content of video clips
which relates to the input image or video. Some recent approaches have been in challenging
problem due to the diversity of video types, frame transitions and camera positions. Besides, that
an appropriate measures is selected for the problem is a question. We propose a content based
video retrieval system in some main steps resulting in a good performance. From a main video, we
process extracting keyframes and principal objects using Segmentation of Aggregating Superpixels
(SAS) algorithm. After that, Speeded Up Robust Features (SURF) are selected from those principal
objects. Then, the model “Bag-of-words™ in accompanied by SVM classification are applied to
obtain the retrieval result. Our system is evaluated on over 300 videos in diversity from music,
history, movie, sports, and natural scene to TV program show.

Keywords: Video retrieval, principal objects, keyframe, Segmentation of Aggregating
Superpixels, SURF, Bag-of-words, SVM.

TOM TAT
Hé thé'ng truy vin video
dura trén ndi dung si dung phan tich thanh phén chinh

Truy vdn video nham fim kiém néi dung trong video hodc clip gan giong véi véi dnh hodc
video dau vao. Mt sé théach thize khi thue hién bai toan ndy bao gom su da dang cia kiéu video,
Chuyén khung anh vavi tri camera. Ngoai ra, viéc lya chon dé do tuong déng ciing la van dé quan
trong can gidi quyét. Trong bai Viét nay, ching t6i dé nghi hé thong truy van video dia trén ngi
dung trong mot $6 budc chinh nham dat dwoc hiéu sudt cao. Véi moi video, cdc khung anh quan
trong va cdc doi twong chii chét dwoe trich dwa trén gidi thudt Segmentation of Aggregating
Superpixels (SAS). Sau d6, méi doi twong chii chét sé dwoc tao dic trung SURF. Sau cing, si dung
md hinh “Bag-of-words” két hop véi b phan loai SVM dé xdc dinh két qua truy van. Ching t6i da
thuc nghiém trén 300 video thudc cdc chi dé khac nhau nhw am nhac, lich si, phim anh, thé thao,
tw nhién, va cdc chwong trinh truyén hinh.

Tir khéa: Video retrieval, cac ddi twong chinh, khung chinh, phan doan superpixel, SURF,
dac trung tai ttr, SVM.

* Email: viethg@hcmup.edu.vn
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1. Introduction
Internet development helps everyone to access a huge of online data easily. For

example of video data, based on the Youtube web statistics, the number of people watching
video monthly increases 50% than the previous year. There are 300 hours of video which
are uploaded every minute. Therefore, data has been accumulated every day and every
hour and it has become a huge database. A challenge is emerged: how we could search our
interest or desired video from such huge database quickly and effectively? We need to set
up a retrieval system that is able to process a content-based video search [1].

Video retrieval is a complicated process. The process generally is divided into many
steps. Each step has its own target and the previous result will affect directly the next
result. The preprocessing step target is: partitioning video into shots which have the same
content frames. The retrieving step target is: extracting features from shots, clustering these
features and classifying.

There are two main approaches in video retrieval problem: context-based video
retrieval and content-based video retrieval. Context-based video retrieval is an approach
using information such as text or audio. Advantages of such information are to search
video based on the content from spoken words in the conversations. However, the
performance in this kind will totally depends on the spoken word recognition process.
Content-based video retrieval mainly focuses on visual features such as: color, texture,
shape, motion, etc... The advantages of visual features are that there are a lot of
information in video but the classification is more difficult than context-based
classification.

Hybrid video retrieval is the combination of content and context based approaches
with the desire of more accurate result. Some optimistic results in such approach is the
sports video retrieval system SportsVBR of China [2].

Although we follow all of above approaches, there are still many obstacles in video
retrieval. The demand of searching video quickly and effectively is a question because of a
huge database and the diversity of video types, frame transitions, and camera angles. For
the purpose of overcoming all difficulties robustly and flexibly, we propose a system
including steps:

Step 1: Selecting keyframes and principal objects using Segmentation of Aggregating
Superpixels (SAS) algorithm.

Step 2: Extracting SURF features from principal objects.

Step 3: Classifying video using SVM based on “Bag-of-words” model.

In the organization of this paper, we present the algorithm to find all shots from
video in Section 2. Section 3 is about SURF feature extraction algorithm from each shot.
And then, SVM is applied to classify video in Section 4. Some experiments and
performance result are discussed in Section 5.
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2. Shot detection

A shot is defined as the consecutive frames which are subtracted from video and
have the minimum difference in content. In order to detect shots from a video, we choose
the combination of measures [4]. The first measure is entropy of two frames and the
second measure is subtraction of two frames. This combination give us a guarantee of an
accurate shot boundary. Boundary of a shot must ensures that frame within a shot has a
low difference in content and the transition of two shot is high difference. Figure 1 shows
us an array of shots after being taken from a video.
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Figure 1. An Array of shots extracted from video
A shot is defined as the consecutive frames which are subtracted from video and
have the minimum difference in content. In order to detect shots from a video, we choose
the combination of measures [4]. The first measure is entropy of two frames and the
second measure is subtraction of two frames. This combination give us a guarantee of an
accurate shot boundary. Boundary of a shot must ensures that frame within a shot has a
low difference in content and the transition of two shot is high difference. Figure 1 shows
us an array of shots after being taken from a video.
Depending on the mentioned approach, we process three entropy and frame
differences for calculations as:
- Difference between frame f(i) and the first frame of shot f(io) and their entropy
difference.
- Difference between frame f(i+1) and the first frame of shot f(io) and their entropy
difference.
- Difference between frame f(i+1) and the first frame of shot f(i) and their entropy
difference.
Where f(i) and f(i+1) are the frame (i)th and (i+1)th, f(io) is the first frame of a shot.
Figure 2 depicts us these symbols. These calculations are processed in iteration.
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Figure 2. Frames within a shot

26



TAP CHi KHOA HOC - Trwérng PHSP TPHCM Bui Van Thinh et al.

Using entropy and frame differences detect a shot is explained in formulas (1), (2)
and (3).

bp2 = /(preEnt — entFrm2)? + (preDiffEnt — diffCntEnt)? 0

bp3 = \/(bp2)? + (preRate — nmRate)? ®)

bp:\/(preEnt—entFrmZ)z+(preRate—nmRate)2 ®)

Where
- entFrm2 is the entropy of frame f(i+1).
- preEnt is entFrm2 when go to the next iteration (i+2).
- diffCntEnt is the subtraction | entFrm2 - preEnt |.
- preDiffEnt is diffCntEnt when go the the next iteration (i+2).
- nmRate is the subtraction of (i) from the first frame f(io).
- preRate is assigned by nmRate when go the the next iteration (i+1).

If bp3 value is higher than a threshold, we can segment a video to a new shot. The
result shows us a high accurate shot detection. It will be demonstrated in the Section 5.
After shot detection, we define a vector which is represented a frame v as below, it has 09
dimensions and will be used for the next step to perform feature extraction from a shot.

v = (i0,i,entFrm2,nmRate, |preEnt — entFrm2|, |preDif fEnt
— dif fCntEnt|, |preRate — mnRate|, bp2, bp3 ).

3. Surf feature extraction
3.1. Principal Object Detection
Principal object is the main object which is focused by a camera. The principal object

always have a highest color, sharpness and area information among the surrounding
objects. A principal object belongs to the foreground of an image [3].

In order to detect the principal object in a image, we have a procedure in two steps:
object segmentation and principal object detection.

3.1.1. Object segmentation
Assume that there are k objects in an image which are denoted by {O1,0, ..., Ok}.

The algorithm of Segmentation of SAS aims to group all pixels in the same properties.
These pixels are called superpixels. The below algorithm is SAS algorithm in detail [5].
Figure 3 depicts the result of SAS algorithm processing on an input image with k = 9.

Algorithm: Segmentation of Aggregating Superpixels [6]

Preprocessing: Calculate value k (number of groups) by using histogram
optimization.

Input: Image | and the value k

Output: k segmented objects

a.  Collect all superpixel S of |

b.  Construct bipartite graph G

c.  Cluster k groups from G
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d.  Evaluate pixels belongs to groups.
. A o
D

Figure 3. The result of SAS on an input image with k =9

3.1.2. Principal Object Detection

From a set of objects {O1,0;, ..., O}, assume each O; has the center (Xi, i) and size
szi. We check two distances from center to border of image and size of O; with a threshold.
If the distances greater than d; and dz and the size greater than a threshold, O; is the
principal object. The algorithm of principal object detection is described below. Figure 4 is
an illustration of value di, d2 and the object Oi. The figure 5 is an example of algorithm
output.

Algorithm: Principal Object Detection

Input: Input image I, the value thresholdSize, di, d>

Output: A set of principal objects

For i=1: k
If ((size of Oiszi >thresholdSize ) and
(center Oi: distance from (xi, yi) to border of image is
greater than di, d2) )
Oi is determined as principal object
Else
continue
End
End
3.2. SURF Feature Extraction
SURF are scale and rotation-invariant interest point detector and descriptor [7-8]. It
uses a Hessian matrix-based measure for detector and a distribution-based descriptor. A set
of principal object will be the input to the feature extraction algorithm to provide features
for each object. Figure 6 is the procedure of feature extraction on all objects. The algorithm
is described in detail belows.
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Figure 4. lllustration of algorithm to detect principal object

%
X -
Figure 5. The result of principal object detection

Algorithm: Feature Extraction from Principal Objects
Input: Image |, a codebook with size k
Output: a set of vector {vi, vz, ...,vm} for all k of principal objects.
Fori=1:m
SURF feature calculation Fea; = (fy, f2, ..., fn) of O;
- Calculate the frequency of feature Fea; through
codebook, we obtain vecObj; ( frequency and
codebook is described in Section 4 in BoW model )
- Save a frequency vector vecObji = (v1, V2,...,Vk).

Feature SURF
Extraction Features
—— CODEBOOK]

Figure 6. The algorithm to extract SURF features from principal objects
4.  Video retrieval
4.1. *“Bag-of-words” model

The bag-of-words (BoW) model is commonly used in methods of document
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classification where the frequency of each word is used as a feature for training a classifier
[9-11]. In similarity, we are able to apply this model in the other problem classification by
the way of constructing some discriminative features in replacement of words, figure 7. As
mentioned above, our features are SURF features which represent principal objects in one
shot. The model is generally worked through three steps:

- Feature Extraction: we apply some method to extract discriminative features

- Codebook Construction: Codebook is a number of group after clustering all the
features

- BoW Feature Representation: with each feature, we assign a codeword to codebook.
And then, we construct a bin representation in which the value of bin is a frequency (or
occurrence) of each feature. Figure 8 is an example of BoW representation.

Frequency
(Occurrence)

HHHHHHH

PLOANERLY B

codewords

Figure 7. BoW representation

4.2. Video retrieval
Our content based retrieval system is constructed by SURF features of principal

objects and then applied by SVM for classification based on BoW model, figure 8. There
are totally 6 steps in the process of system.

- Shot Detection and choose Key Frames

- Principal Object Selection

- SUREF feature extraction from Principal Objects

- Training Set Construction

- SVM Training [12]

- Video retrieval
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Figure 8. The total model description of our proposed system
The following figure is total model description of all process step by step for
implementation. This model is a highest flexible and robust to any input video. That is our
proposal to ensure and get a high performance of video retrieval.

5. Experimental results
5.1. Database and Environment

We construct database using 300 videos in which the content range spreads from
music, history, comic, movies. interview, sports, natural scenes to TV shows. There are
about 200 GB from TRECVID 2010. Out environment implementation is on Matlab
R2012a and processed in desktop CPU Core i3 550 @ 3.20GHz, RAM 4GB.

5.2. Experimental Results

Video retrieval is a challenging problem for many researches. The accuracy is rather
lower than expectation. However, by using our system, we can increase the accuracy to
near about 70% for most of video types. Here are some results in related to each steps.

Table 1. Shot detection result

Consuming Time Considered Value Recall Precision
67037 seconds bp2, bp3 54.3% 0.7%
66482 seconds bp 60.8% 41.7%

Table 2. Consuming time for each steps

Steps Consuming Time
Feature Extraction 1670 seconds
“Bag-of-Words” 594 seconds
Training 3765 seconds
SVM 4435 seconds
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Table 3. Recall and Precision of our proposed model

Codebook size Recall Precision
30 53.37% 64.74%
40 51.81% 56.34%
45 63.67% 65.85%
50 46.77% 49.44%
60 29.08% 38.41%
70 30.74% 39.55%
80 29.48% 39.76%

In the Figure 9, we can see that if we increase the size of codebook from 30 to 45, the
accuracy of video retrieval is increase to nearly 70%. However, when we conduct some
more experiements to increase codebook to 125, the accuracy descrease much. From this
observation, we conclude that we should choose the codebook about 45 to get the optimal
result in our model. The accuracy of 70% is an optimising result in comparison to the other
approaches. Every year, there are some competition about video retrieval hold in the world
in the purpose of increasing video searching to 80% but the algorithm is so complicated
and time-consuming.

70,008
60,00%

50,00%

o recall

40,00% -
B precision
30,00%
20,00% -
10,00% -
0,00% - 3 . E . i . .

30 40 45 50 60 70 80 90 100 110 120 125
Codebook Size

Figure 9. Codebook size is 45 gives us the optimal result
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