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ABSTRACT

Numerous studies have examined the convergence of iterative processes with graphs to a
common fixed point of contraction mappings. However, research comparing the convergence rates
of these processes remains limited. This paper addresses this gap by analyzing the convergence rates
of several Ishikawa-type iterative processes to a common fixed point of contraction mappings in
Banach spaces with graphs. We propose sufficient conditions to determine the relative speed of
convergence between iteration processes. Our work extends recent findings on the comparison of
convergence rates between two-step and three-step iteration sequences, offering improved parameter
range assumptions. Notably, this study introduces a novel approach to formulating optimal
hypotheses for comparing convergence rates of general iterative processes.

Keywords: Banach spaces with graphs; contraction mappings; convergence rate; Ishikawa-
type iterative processes

1.  Introduction

Fixed point theory has been a subject of mathematical inquiry for approximately a
century and continues to attract significant attention from contemporary mathematicians.
One of the basic results in this theory is the Banach contraction principle, which confirms
the existence of the unique fixed point p e X of a contraction mapping T : X — Xwith a

non-empty complete metric space (X, d). Furthermore, this fixed point can be approximated
by the following Picard iterative sequence

{ul e X, (1.1)

U,,=T(u,),n=1
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More precisely, if T admits the contraction coefficient «€[0,1) (i.e.
d(T(x),T(y)) <ad(x,y)for every Xx,yeX) then one can prove that this sequence

converges to a fixed point p € X with the error upper bound as below
d(,,, p)<a"d(u,p), foreveryn>1.

We remind that the Banach contraction mapping principle can be stated in the special case when
X in (1.1) is replaced by a non-empty convex set in Banach spaces. This theory is strongly
developed and then applied in many fields such as functional analysis and partial differential
equations. However, in many applications, it may not be possible to construct a Picard iterative
sequence corresponding to a contraction mapping T as in (1.1). To overcome this difficulty, it
IS necessary to consider several different iterative processes which may be more complicated
than the Picard sequence in (1.1). One of the first iterative sequences to be improved was the
Mann iterative sequence in Dotson (1970) and Mann (1953), defined by

u, € Q,

(1.2)
u,,=@-a)u, +aT(u, ) n=>1.

Here we assume that the contraction mapping T from Q into itself, where Q is a non-

empty convex set in the given Banach space (X, [ [). Moreover, the real parameter

sequences (a,),,; belongs to the interval [0,1]. Then, a new problem that arises is to compare

the convergence rates between the Mann iteration (1.2) and the Picard iteration (1.1). More
information about this is a study by Berinde (2004). For the same reason, more and more
iterative sequences with two or three-step iterations are being investigated. The first two-
step iteration was introduced by Ishikawa (1974) and Kalinde and Rhoades (1992) with the
convergence of the following procedure being studied:

u, € Q, L3
Uy = (-a)u, +a,T ((L-b)u, +b,T(,)),n>1, (1.3)

It is well-known as the Ishikawa iteration, where (b, )., =[0,1]. This sequence was then

modified by replacing T in (1.3) by two contraction mappings T,, T, at two different steps

respectively. There are several ways to modify the Ishikawa iteration. For instance, Tripak,
(2016) considered the following iteration:
u, € Q,
v, =(1-b,)u, +b.T,(u,), (1.4)
u,, =@@-a)u,+aT,(v,),n>1

Then, other authors studied two generalized types of the Ishikawa iteration as
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u, € Q,

v, =(1-b)u, +b.T,(u,), (1.5)
u,,=0-a)Tu,)+aT,(v,),n>1

in a study by Suparatulatorn et al. (2018), and

u, € Q,

v, =(1-b,)u, +b,T,(u,), (1.6)
U,, =0-a,)T(v,)+aT,(v,),nx1

in another study by Thianwan and Yambangwai (2019). It is worth mentioning that these
iterative processes were considered by Aleomraninejad et al. (2012) and Jachymski (2008)
for G -contractive and G -nonexpansive mappings in the Banach space X with a directed
graph G . Recently, Nguyen and Nguyen (2020) investigated the convergence of the iteration

(1.6) to the common fixed point of two mappings T, T,. On the other hand, they also
proposed sufficient conditions on the parameter sequences (a,) and (b,) so that the

iterations in (1.5) and (1.6) converge faster than the previous iterative sequence in (1.4). We
now describe in detail the results related to this comparison. Let us assume that p is a
common fixed point of two contraction mappings T,, T, with the contraction factors

a,,a, €[0,1) respectively. Under the following assumptions
O<g£an£5<i_—a, for a = max{e,,a,}, and 0<b_ <1, (1.7)
+a

Nguyen and Nguyen (2020) proved that both iterations in (1.5) and (1.6) converge faster
than the previous one in (1.4). In the present paper, we prove that this result still holds under
some weaker assumptions than (1.7). In particular, we will replace assumptions in (1.7) by

large ranges of (a,)and (b,) as below
O<e<a,<d and A<h, <1, (1.8)
for some ¢ > 0, A€[0,1] and suitable values of &. For example, under the following
additional assumption
< 1-a1-A+a,A) 1
1+ (2a, —o))1- A1+, A)
we show that the sequence (1.6) converges faster than (1.4) and the sequence (1.5) if provided
o< 1o :
1-a,+20,1-A+aA)
These results are stated in detail in Theorem 3.2. We emphasize that both upper bounds in

(1.9)

(1.10)

(1.9) and (1.10) are strictly bigger than i_—a in many situations of given coefficients
+a

A,ay, a,. Actually, our results are new even in the special case 1 =0, since
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l-o, >1—a

l-a,+2a, l+a’
whenever a, # «,. In other words, our results under assumptions (1.9) or (1.10) are non-

trivial improvements with respect to the results by Nguyen and Nguyen (2020) under
assumptions (1.7). Similarly, we next improve the similar results by Nguyen and Nguyen
(2020) for the three-step iterative processes.

In numerical analysis, iterative processes are employed to compute fixed points of functions,
which have diverse applications in science and engineering. A primary objective in
enhancing the convergence rates of these iteration sequences to fixed points is to optimize
computational efficiency and improve the precision of results. Using graphs in studying the
convergence rates of iteration sequences has been applied in many recent studies (Nguyen
& Nguyen, 2020; Tripak, 2016; Thianwan & Yambangwai, 2019). They show a visual
representation of the convergence rates of these sequences. By performing calculations for
specific sequences, researchers have generated corresponding graphs, enabling objective
predictions about convergence rates based on these visual representations. Moreover, these
graphs have been utilized as empirical evidence to support comparisons of convergence
rates. A notable example is found in [8, Example 3.7], where the authors employed graphical
illustrations to compare the convergence rates among several three-step iterative processes.
This approach served as the inspiration for our current investigation into this topic.

The method employed in this study relies on relatively elementary calculations, focusing on
more precise estimations of the upper bounds established by Nguyen and Nguyen (2020).
The significant aspect of this approach lies in its potential to generate novel concepts for
constructing optimal upper and lower bounds. These bounds, in turn, facilitate the derivation
of comparative results regarding the convergence rates of iterative processes. In fact, we

believe that if one can find optimal bounds depending on (a,) and (b,) then one can relax

the constraints a, €[¢,0] and b, €[4,1] in (1.8). We will discuss this point in the future

works.
The paper is structured as follows: Section 2 introduces key notations and definitions of
contraction mappings with graphs, which are utilized throughout the study. Sections 3 and 4
present the main theorems, along with detailed proofs and discussions of the principal
findings. The final section offers conclusions and outlines potential avenues for future
research.
2. Notation and basic definitions

We first recall some well-known definitions by Jachymski (2008) and Nguyen and

Nguyen (2020). Let Q be a non-empty subset of a Banach space (X, |- ) and A,, denote
the diagonal of the Cartesian product Q2xQ, that means
A, ={(u,u):ueQ}.
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Consider a directed graph G such that the set V; of its vertices coincides with Q, and the
set E, of its edges contains all loops, i.e., V,=Q and E; 2A,. We assume G has no

parallel edges, so we can identify G with the pair (V;, E;). Moreover, we assume that E,
is coordinate-convex, which means
(p,-tu+tv)eE; and ((1-t)u+tv, p) ek,
for every (p,u),(p,v),(u, p),(v,p) € E;, and t €[0,1].
Definition 2.1. Let us consider a mapping T : Q — Q.
i) We say that T preserves edges of G if (T(u),T(v)) € E; forevery (u,v) e E,.
ii) The mapping T is said to be G -nonexpansive if there exists « €[0,1] such that
M) -T() lI<a lu-v I} forall (u,v)eE,. (2.1)
In this case, a is called the G -nonexpansive factor of T . Moreover, if (2.1) holds for some
a <1, wesay that T isa G -contraction with a contraction factor « .
Definition 2.2. Let (u,) and (x,) be two sequences in . Assume that both sequences (u,,)

and (x,) convergeto p in X.We say that (u,) convergesto p faster than (x,) if

lim =P | _g 2.2)
e |[x —p |

According to this definition, to compare the convergence rate between two iterative
processes (U,) and (X,), we need to calculate the limit of the following ratio

lu —p |
R(U,,%,, P) :llezll' (2.3)

3. Results
3.1. Comparison of two-step iterative processes

In this section, we will compare the convergence speed of Ishikawa-type iterative
processes defined in (1.4), (1.5), and (1.6). Let us change the notation to distinguish these

iterations. From now on, we denote by (X,), (w,) and (u,) the sequences determined by
(1.4), (1.5), and (1.6) respectively, this means

y,=(1-b)x, +b T,(x,), o
Xoa = L=3,)%, +a,T,(y,), n 21, :
z,=(1-b,)w, +b T, (W), .
w,,=01-a)T(w,)+aT,(z,) n=1

and
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{vn =(1-b,)u, +b,T,(u,), (3.3)

u,,=@-a)T(v,)+aT,(v,),n>1.
Here, without loss of generality, we may assume that X, =w, =u,. Before stating the main

results of the two-step iterative processes, let us introduce some initial assumptions.
Assumption 3.1. Throughout this section, we always suppose that all of the following
hypotheses hold.

1) T,T,:Q—Q preserve edges of G.

ii) T,,T, are G -contractions with factors «;,«, €[0,1) respectively.

i) T;, T, have a common fixed point p € Q.

iv)Let u, € Q\{p} such that (u,, p),(p,u,) € E,.

v) Two parameter sequences (a,) and (b,) belong to the following ranges

O<eg<a,<d and A <b, <1, (3.4)
for some constants £, A and & .
Let us now state our first main result.
Theorem 3.2. Let us consider three iterative processes (x,), (w,) and (u,) defined in (3.1),
(3.2), and (3.3) respectively, under Assumption 3.1. Suppose further that
1-pa,
1+ puQa, — ;)

(3.5)

where u is defined by

u=l-A+al (3.6)
Then the sequence (u,) converges to p faster than (x,). Moreover, (w,) also converges
faster than (X,) under the following additional condition

l1-a,

S< (3.7)

1-a, +2ua,
Proof. Thanks to Nguyen and Nguyen (2020) (Proposition 3.4), all sequences defined
in (3.1), (3.2), and (3.3) are well-defined, i.e. (u,, p) and (p,u,)€E, forall n>1. Let us

first show that the sequence (u,) converges to p faster than (x,) in the sense of (2.2) in
Definition 2.2. Indeed, since T,(p) = p then we can present [lv, —p Ilin (3.3) as follows
IV, — B[ =|@-b,)u, +b,T,(u,) - @-b,) p-b.T,(p)]
<(@1-b,)|u, - p[+b, IM(u,)-T,(p) |

for every n>1. Combining this with the fact that T, is G -contraction, one obtains that
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vy = p| < @=b,) lu,—p l+esb, lu, —p lI=[l-@—-t;)b] u,—p . (3.8)
Similarly, in the second step of (3.3), since T,(p) =T,(p)=p and T, T, are G -contractions

with corresponding factors «,, o, , it follows that
Ju,.s = p| < @=a,)[Tu(v,) =Ty (p)||+ 2, IT,(v,)=T,(p) Il
<[e, +(a,—a)a,] lIv. —p . (3.9)
Substituting (3.8) into (3.9), we get that
|un = P <[ + (o, )2, I[L- (1— )b, ] llu, —p |
<pley +(a,—a)a ] llu, —p || (3.10)
where u is given as in (3.6). We remark that the last inequality in (3.10) comes from the
assumption b, > 4 in (3.4).
We next consider the sequence (x,) given by (3.1). On one hand, by similar computation,
there holds
X, —p lI< [1—an +a,3,(1-b, +albn)] Ix,—p |l

<[1-a-a,)e] Ix,-p . (3.11)

n+1

It leads to [[x,,,—p |l ﬁ[l—(l—azl)s]” x|-p —0 as n— oo, which implies that (x,)
converges to p in X. In the first step, assumption G -contraction of T, gives us
Iy, = p|<-@-a)b,] Ix,—p I (3.12)
In the second step of (3.1), we estimate in a different way. More precisely, we have
%1 = P =]@-2,)%, +a,T,(y,) - (1-a,) p—a,T,(p)|
>(1-a,)[x, - p|-a, IT(y,)-T,(p) I
>(1-a,) lIx,—p l-a,a, lly,—p ||
which by (3.12) deduces to
%0 — 0|2 {1-a, -3, [1- - a)b, T} lIx,—p |
>(1-a,—ua,a,) lIx,—p Il (3.13)
Here, we note that 1-a, — ua,a, >0 under assumptions (3.4) and (3.5), since
1 S 1- pey
1+ pa, 1+ uCa, -a,)
Thanks to (3.10) and (3.13), it leads to

>a

n"

)< ,Lla1+ﬂ(a2 _Oll)an -R(Un, X, D), (3.14)

0<R(Uyy Xpi1s P 1-(+ pa,)a
2%
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for all n>1, where the ratio R is defined by (2.3). To bind the factor on the right-hand side
of (3.14), let us consider the function f :[0,6]— R" defined by

f(t) _ ,LlOtl-i'ﬂ(O{Z _al)t , t€[0,5]
1- 1+ pe, )t

It is easy to check that

prty= Al Hm) o ot efo,s].
-+ pa)t]

This guarantees that f is non-decreasing on [0,0]. Moreover, combining this with
assumption (a,) < [0,0], we always have f(a,) < f(9). For this reason, by (3.14), one gets
that

0<R(U,,., X,.., ) <[ F ()] (3.15)
Finally, assumption (3.5) ensures that f (o) <1, which leads to

M R(Uy.1,X,.., P) =0

from (3.15). By Definition 2.2, (u,) convergesto p faster than (X,).
Performing the same procedure as before for the sequence (3.2), one obtains that
0<RW,,, X0, P)<g(a,)R(w,,X,, p), (3.16)
for all n>1, where the function g is defined by
o, + (ua, —a)t
t) = =L 2 1
9 1- 1+ pa,)t

, te[0,9].

Since g'(t)>0, thenone has g(a,) < g(J) <1 under assumption (3.7). Therefore, by (3.16),
we get that
0<SR(W, 1, X1y P) < [g(§)]” —0asn— o

This allows us to conclude the second statement of this theorem. The proof is complete.
Remark 3.3. It is necessary to state Assumption 3.1.iv) u, # p, to avoid the case

X, =W, =p,=p,forall n>1, then the sequences will have the same convergence rate.
Remark 3.4. Since u €[a;,1], it is not difficult to check that
1-pe, S l-o

1+ uQay, —a,)) 1—a, +2ua,’
which confirms that the assumption (3.5) is weaker than (3.7).
Remark 3.5. We remark that if a, =0 then x, =X for all n>1. Hence, assumption a, > ¢
is sufficient for the convergence of x, to p. Two other sequences are even convergent
without this assumption.
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Remark 3.6. It can be seen that the upper bound in (3.11) is not sharp. Hence, if one can find a
better upper bound here then one can relax the assumption a, = ¢ . The idea is the same in

inequalities (3.13) and (3.14). For this reason, we believe that the result in Theorem 3.2 can be
improved by relaxing the assumption (3.4) of the two sequences (a,) and (b,) . However, the

calculations may be quite complicated, so we will discuss them in other articles.
3.2. Comparison of three-step iterative processes
The present section deals with three-step iterative processes. Let us fix X €€, we

define the sequence (x,) as follows
z,=(0-c,)x, +c,T,(X,),
yn = (1_bn)zn +bnT2(Zn)’ (317)
X, =@-a,)y, +a,T,(y,),n>1

We show that with any influence of the contraction mapping to the second or third step of
the iterative process, then the new one converges faster than (3.17) under suitable

assumptions of parameter sequences. Let us first consider the sequence (u,) defined by
w, =(-c)u, +c.T;(u,),
v, =(1-b,)T,(W,)+b,T,(w,), (3.18)
U,, =0-a,)T,(v,)+aT(v,),n>1
where u, = X, . In the previous section, we introduce some initial assumptions.
Assumption 3.7. We suppose that all of the following hypotheses hold.
) T,T,,T,:Q— Q preserve edges of G.
i) T,,T,, T, are G —contractions with factors «,, ,,a; €[0,1) respectively.
i) T, T,, T, have a common fixed point pe Q.
iv)Let u, € Q\{p} such that (u,, p),(p,u,) € E;.
v) Three parameter sequences (&,), (b,) and (c,) satisfy the following conditions
e<min{a,,b,,c }<max{a,b,c}<0o, (3.19)

for some positive constants ¢ and o .

Theorem 3.8. Under Assumption (3.17), let § <1L with « = max{e,, «,,,} and satisfy
+a

the following condition
a,+(a—a,)0 az+(a, —a;)6 1-(1-a;)d
1-(1+ )0 1-(I+a,)8 1-(1+a,)8

Then the sequence (u,) in (3.18) converges to p faster than (X,) in (3.17).

(3.20)

Proof. For the sequence (x,) defined in (3.17), we can obtain two estimates as below
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IX,..,—p I<@-a,+xa,)d-b, +a,b,)1-c, +ac,) lIx,—p | (3.21)

n+1
and
IX,.,—p II>(1-a,-xa,)d-b, —a,b,)1-c,—ac,) Ix,—p |l (3.22)

for every n>1. By condition min{a,,b,,c }> ¢ in(3.19) and inequality (3.21), it allows us

n+1

to arrive
Ix,,, - p I<[1-@-a)e] IIx, - p I<[1-@-a)e]" lIx,—p I.
This implies that (x,) converges to p under the basic condition min{a b ,c.}>¢. Next,

let us consider the sequence (u,) in (3.18), there holds

o, —p lI<[esa, +a,@-a)][ab, + e @-b,)](auc, +1-c,) lu,—p . (3.23)
Combining two estimates in (3.22) and (3.23), it yields that

0<R, ., %, P)<F(a,)G(b,)H(c,)R(u,, X,, p), (3.24)
Where F,G,H :[0,6] > R" are defined by

F(t)= a, +(a, —a,)t ()= o, +(a, —as)t CH@D = 1-(1-a)t .

1-(1+ ot 1-(1+o,)t 1-(A+ )t

These functions are non-decreasing, which by (3.24) and assumptions (3.19) imply to

0 <R (Upizs Xpi1s P) S[F(S)G(S)H ()" (3.25)

We recall moreover that R(u,, X, p) =1 by choosing u, = ;. Condition (3.20) is equivalent

to F(5)G(5)H (5) <1. For this reason, we conclude that (u,) converges to p faster than
(x,) -

Let us now discuss a special case when o, =a, =a, =a €(0,1). In this case, from
(3.20) and (3.25), we get

O < R(un+l’ Xn+17 p) < [K(t)]n!
where the function K :[0,—1 J — R is defined by

1+«
a’[1-(1-a)t
k(=L B
[1-@A+a)t]

Itis clear that K is increasing and continuous in [Olij Moreover, since
+a

K(O)=a’<1, and lim K(t)=+ox,

H{L]
l+a
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Then there exists a unique t, € [Oli] satisfying K(t,) =1. As a consequence, for any
+a

0 €[0,t,), one has K(5)<1, which leads to (3.20). In other words, the conclusion of

Theorem (3.18) holds under assumption a, <o for every 6 <t,.
Let us now consider the corresponding hypothesis by Nguyen and Nguyen (2020),

1-¥a?
(04

Proposition 2.1.6. With & =
1+

, one has

K(S)=1-1-a)d <1,
which implies that & <t,. Nguyen and Nguyen (2020) with Proposition 2.1.6 showed that

(u,) converges faster than (x,) under assumption a, <& . Roughly speaking, our result in

this case is better than the corresponding one reported by Nguyen and Nguyen (2020).
With the similar techniques as in the proof of Theorem 3.18, we also obtain the
comparisons between two other three-step iterative sequences, compared with the first one
in (3.17).
Theorem 3.9. Under Assumption 3.17, let §<ﬁ with a =max{a,,a,,a;} and satisfy
the following condition
1-1-e,)0 . a,(1-90)+ a,0[1-(1-a;)o] <1
1-(I+)0 [1-1+ea,)0ll- 1+ a,)d]
Then the following sequence
w, =(1-c)u, +c T,(u,),
Vo = (=0T, (u,) +b,T, (w,),
u,,=@0-a)v,+aT(v,)n=1

(3.26)

converges faster than (x,) in (3.17).

Theorem 3.10. Under Assumption 3.17, let 5<1L with & = max{e,,a,,a,} and satisfy
+a

the following condition
a+(a-a,)0 1-(1-2,)0 1-(1-;)d -1
1-+a)o 1-(1+a,)0 1-(1+a,)0

Then sequence (u,) defined by

(3.27)

W, = (1_Cn)un +CnT3(un),
Vy = (L=b )W, +b,T, (W),
U,, =0-a,)T,(v,)+aT(v,),nx1

converges faster than (x,) in (3.17).
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4.  Conclusion

This study presents findings on the comparative convergence rates of two-step and three-step
Ishikawa-type iterative algorithms. The results offer novel insights, even when applied to
specific cases such as those examined by Nguyen and Nguyen (2020). Our research introduces
innovative approaches to constructing optimal upper and lower bounds for iterative sequences,
facilitating more straightforward comparisons of convergence rates. We intend to further develop
these concepts in subsequent publications.
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TOM TAT

Pad c6 nhiéu két qua vé si hi tu cia cac day lap dén diém bdt dong chung cuia cac anh Xa co
Véi do thi. Tuy nhién, c6 rat it két qua lién quan dén viéc so sanh téc dé hoi tu cia cac day lap nay.
Trong bai b&o nay, ching ti nghién cizu vé toc dé héi tu ciia mét sé day lap kiéu Ishikawa dén diém
bdt dgng chung cua cac anh xa co trong khong gian Banach vdi do thi. Cu thé hon, chiing téi dé xuat
Mét so diéu Kién dii dé dam bao mét day |ap héi tu nhanh hon mét ddy lap khac. Cong viéc cuia chling
16i dd cdi thién dwoc mét két qua cua mét nghién ciru gan ddy lién quan dén viéc so sanh toc dé héi
tu cia cac day lgp hai va ba buéc. Nhin chung, céc gid thiét ching t6i xay ding vé khodng cuia cac
day tham sé tot hon cdc két qua trurde dé. Mét diém tha vi 1a bai bao cuia ching tdi mé ra mét y
féng Maéi vé viéc xay dung mét gia thiét toi wu dé co thé so sanh dirot toc do héi tu cua cac day lap
tong quat.

Tir khéa: khong gian Banach vai db thi; Anh xa co, téc do hoi tu; Day lap kiéu Ishikawa
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