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ABSTRACT

This study introduces a solution that applies document analysis and recognition technologies
to enhance document accessibility for individuals with visual impairments. The objective is to
develop an algorithm capable of accurately analysing the content of document components and
converting them into voice format. Leveraging the pre-trained YOLOv8 model for document analysis
and optical character recognition technology, the image annotation model uses the AlAnytime API
and Pix2Tex technology to extract LaTeX code from images, facilitating the conversion of
mathematical formulas into spoken words. The research results demonstrate significant progress in
effectively supporting document reading, making a meaningful contribution to assistive technology
for the visually impaired.

Keywords: document analysis and recognition; document image processing; visual
impairments

1.  Introduction

The term "visually impaired" describes a condition that cannot be corrected by
medication or surgery. It includes individuals with partially impaired vision as well as those
who are completely blind. Visually impaired individuals face numerous challenges in
acquiring information visually, particularly when reading books. Initially, a visually
impaired person desiring to read a book has no alternative but to rely on someone else to
read it aloud. With the progress of humanity, numerous studies have been conducted to
normalise the act of reading for individuals with visual impairments. As a result, various
innovations and solutions have emerged, including braille books and audiobooks.

The Braille system provides an effective solution for visually impaired individuals
when reading books or documents. However, it faces limitations such as slow reading speed
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and difficulties in language transitions. Braille materials are limited, and publishing them
comes with high costs. Audiobooks can address issues like reading speed without requiring
the listener to learn Braille. However, they are often released after printed books and are
rarely available for other documents.

An increasing number of research works have been focusing on addressing the
challenges faced by the visually impaired. Al-based applications have emerged as promising
solutions in specific domains of visual impairment assistance. Wang et al. (2023) examine
the use of artificial intelligence in eye disease diagnosis, showcasing the potential for Al to
enhance early detection and management of ocular conditions. Additionally, their research
also addresses the realm of intelligent assistive devices, highlighting how Al algorithms can
be integrated into assistive technologies to improve functionality and usability for visually
impaired individuals.

This study focuses on machine learning models and artificial intelligence, along with
integrated technological devices, which have been employed to develop applications that
support document reading, recognise surrounding objects, and even provide navigation
guidance through voice and touch.

Ganesan et al. (2022) use deep learning algorithms like CNN and LSTM to extract
features, create image captions, and convert text to speech. Khan et al. (2020) developed a
visual assistance system for the blind using Raspberry Pi, featuring a camera, sensor for
obstacle avoidance, object detection algorithms, and a reading assistant to convert images to
text with auditory feedback. Kapgate et al. (2023) created a Raspberry Pi-based OCR tool to
convert text to an audio in real time, recognising various text types.

In researching methods and developing systems to support document reading for the
visually impaired, extracting content from images of textual documents plays a crucial role.
Faced with diverse formats, layouts, and structures, automating the analysis and
segmentation of images requires complex techniques to ensure accurate identification and
extraction of essential components. Document Analysis and Recognition (DAR) is a
research field within image processing and artificial intelligence, focusing on extracting
information from textual documents such as books, articles, and printed material. A crucial
task in DAR is document image segmentation, concentrating on separating and identifying
components like text, images, formulas, tables, and geometric shapes from the document
images. Efforts have been made to standardise ground truth data formats, facilitating training
procedures for Object Detection (OD) methods on datasets. Notable large-sized datasets,
such as TableBank (Li et al., 2020), DocBank (Li et al., 2020), DeepFigures (Siegel et al.,
2018), PubTabNet (Zhong et al., 2020), and PubLayNet (Zhong et al., 2019), have been
introduced to support document classification, analysis, and understanding. Additionally,
recent datasets like NCERT5k-IITRPR (Kawoosa et al., 2022) focus on text/non-text
component analysis, the Laser-Printed Characters Dataset (Furukawa, & Takeshi, 2021)

1624



HCMUE Journal of Science Vol. 21, No. 9 (2024): 1623-1636

addresses document forensics, and DocLayNet (Pfitzmann et al., 2022) serves for general-
purpose Document Layout Analysis (DLA).

To assist visually impaired individuals in overcoming difficulties with document
reading, Wang et al. (2021) introduced SciA1ly, which integrates multiple machine learning
models to extract content from scientific PDFs and convert it into accessible HTML. The
study by Fayyaz et al. (2023) proposes a method to extract explicit and implicit features,
including metadata, functional, structural, content, and contextual information, by providing
in-depth insights into PDF tables.

Among the related studies, significant progress was observed in prior works, primarily
focusing on text processing while paying less attention to handling image components,
formulas, and other non-textual elements. This motivation has prompted addressing and
enhancing this aspect in developing the solution for this study.

This paper introduces a solution to empower visually impaired individuals by
facilitating document reading through advanced Document Analysis and Recognition
(DAR) techniques. Images of the document pages will be captured, and the content
components will be analyzed based on DAR. Each component will be processed using
different methods, to convert them into spoken format.

This research aims to significantly assist visually impaired individuals in becoming
more independent in reading books and conducting research. It not only helps them avoid
dependence on assistance from others to access the content of books but also has the potential
to address the limitations of Braille systems and audiobooks. This promises to open up new
opportunities for them to access information and participate in academic and research
activities.

2. Research Content
2.1. Proposed Method

To facilitate efficient access to reading materials for individuals with visual
impairments, the conversion of document images into an auditory format is undertaken. In
this approach, the document image segmentation method is employed to process each
document component individually. Beyond the extraction and processing of text, emphasis
is placed on non-textual elements such as images and mathematical formulas. An image
annotation process is undertaken for each non-textual component, and mathematical
formulas are converted into a comprehensible form, presenting them in corresponding text.
Ultimately, all these components are integrated and pronounced, aiming to optimise the
document reading experience for individuals with visual impairments. Figure 1 illustrates an
overview of this approach.
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Figure 1. The process of converting document images into speech

The input data comprises images containing pages of documents along with other
components in the background, posing a challenge in document recognition. To address this
challenge, a method is proposed to accomplish this task.

This method uses morphological operations and the K-means algorithm to classify
objects and separate them from the background (Figure 2). The preprocessing step of
morphological close operation removes small, insignificant details, retaining essential
features, thereby enhancing input data quality and document recognition.

\ MORPH_CLOSE K-MEANS DILATE CONVEX HULL Find AFFROXIMATE HOMOGRAPHY

kernel (9,9) n_cluster = 7 larmest_clister) (largest_contour) CONTOUR method = RANSAC
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Figure 2. The image preprocessing steps are based on the K-means clustering algorithm

In the next step of this research, the document images are segmented after the
preprocessing stage. This process aims to divide the image into different regions, each
corresponding to one of the five classes: text, images, formulas, tables, and geometrical
shapes. This helps to define the positions of the elements within the image clearly and
provides information about their relationships, making extracting content from the document
components more efficient.

Using the pre-trained YOLOV8 model has proven to be an effective and versatile
strategy. Initiated by training the model on a large and diverse dataset, it not only enables
the model to learn common features of objects but also enhances its generalisation
capabilities. Once these features are learned, the model undergoes fine-tuning on specific
datasets, adapting well to the specific characteristics of the object recognition task within
documents. This adaptive process boosts performance and reduces the demand for extensive
training data, saving time and effort in the development process.

Within the scope of this study, the extraction of content from segmented text, images,
and formulas is performed.
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To efficiently carry out the process of extracting text from images, OCR technology is
integrated into the workflow. The OCR utilisation begins with meticulous image
preprocessing steps. Initially, the image is converted to grayscale, optimising the input for
subsequent OCR processing. Following this, sophisticated thresholding techniques are
applied to enhance the contrast and improve the OCR model's ability to discern text
accurately. Subsequently, an OCR model is deployed to effectively extract textual content
from the preprocessed image. This ensures that the process transforms images into readable
text and guarantees high accuracy and performance in extracting information from images.
Figure 3 describes the process of extracting text from images.

Grayscale Thresholding ]
Textimage OCR Model Text

Preprocessing Step

Figure 3. Text extraction process

Images are often non-text elements, so OCR technology cannot effectively process
them. In the case of images, an image captioning model is proposed to generate textual
descriptions, facilitating the expression and communication of essential features of the image
in a language that can be easily pronounced. In image captioning, the image colour space is
converted from the original colour space to the RGB colour space. This transformation is
crucial, shifting the image's original colour to the widely recognised RGB colour space.
Subsequently, an image captioning model is integrated based on an encoder-decoder
architecture. Figure 4 depicts the process of handling image components.

Image Captioning
o o -

Figure 4. Image extraction process

Extracting mathematical formulas and converting them into readable text for
comprehension is entirely different from using OCR. Mathematical formulas often contain
complex elements and specific relationships between characters and expressions. Directly
applying OCR to formulas cannot ensure an accurate understanding of their structure and
meaning.

A formula recognition model is utilized to process mathematical formulas from
images, and the output is represented in LaTeX formula format. However, to ensure that
these formulas can be understood and read conveniently, a crucial intermediate step is
undertaken, which is the conversion from LaTeX format to MathML (Mathematical Markup
Language) format. MathML helps describe the syntax and content of mathematical
expressions in a detailed and understandable manner for computers and other applications.
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Next, a speech rules tool is used to analyse the components in MathML format and
convert them into text that reflects the meaningful relationships between the elements in the
formula. This ensures that information about the structure and meaning of the formulas is
preserved and conveyed accurately. The entire process of extracting and processing the
formula is described in Figure 5.

[ Formula Image J—)[ImagezLaTex ModeH MathML Format H Text J

Figure 5. Formula extraction process

Converting document components into audio format is an optimal and convenient
solution to facilitate efficient access to reading materials for individuals with visual
impairments. After completing the processing steps for the document components and
generating a comprehensive text, the conversion process proceeds, transforming the text
into audio.

2.2. Experiments
2.2.1. Dataset

Textbooks are the primary data source due to their accuracy, fundamental nature, and
organizational structure. They serve as official and mandatory learning materials for students
and educators within the education system.

This dataset comprises images scanned from the content of Grade 9 Mathematics
textbooks Volume 1 by Phan Pirc Chinh, Tén Than, Vii Hitu Binh, Tran Phuong Dung, Ngo
Hitu Diing, Lé Vian Hong, and Nguyén Hitu Thao; Volume 2 by Phan B¢ Chinh, Ton Than,
Nguyén Huy Poan, Pham Gia Dirc, Truong Céng Thanh, and Nguyén Duy Thuan; Grade 9
Mathematics Exercise Book Volume 1 by Tén Than, Vit Hitu Binh, Tran Phuong Dung, Lé
Vin Hong, Nguyén Hitu Thao; Grade 9 Mathematics Exercise Book Volume 2 by Ton Than,
Pham Gia Dirc, Truong Cong Thanh, and Nguyén Duy Thuan; and Grade 9 Biology textbook
by Nguyén Quang Vinh, Vii Btc Luu, Nguyén Minh Cong, and Mai Sy Tuin. These books
were published by the Education Publishing House in 2005.

The fundamental dataset consists of 895 images, each representing a single page from
the textbooks. The data is categorised into five classes, each representing a specific type of
content on the textbook pages. The classes include:

1. Formula: Content containing mathematical expressions, equations, or scientific
formulas.

2. Geometry: Content featuring geometric images, such as spatial geometry, plane
geometry, and related illustrations.

3. Image: Content comprising illustrative images, primarily visuals related to biology
content or real-world examples in Mathematics textbooks.

4. Table: Content containing data tables and figures.
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5. Text: Content consisting of pure text.
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Figure 6. Textbook page images have been labeled

Figure 6 illustrates the labelled images—applied preprocessing techniques, including
Auto-Orient and Resize (stretched to 640x640), to optimise the dataset. Additionally,
augmentations were implemented to enhance the diversity and robustness of the dataset.
These augmentations encompassed various transformations such as Crop, Rotation, Shear,
Grayscale, Cutout, Mosaic, Brightness adjustment, and Blur. The chart displaying the count
of labels for each class is presented in Figure 7.

Figure 7. The number of labels for each class in the dataset
Finally, a dataset comprising 1300 images has been constructed, with 1032 images in
the training set, 179 in the validation set, and 89 in the test set. Samples of the dataset are
shown in Figure 8.
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Figure 8. Some samples in the dataset
2.2. Experiment Design

A pre-trained YOLO model has been employed for segmentation purposes. This
method involves fine-tuning the YOLOvV8 model on the specific dataset, which includes
images with annotated segmentation masks. The YOLOv8s-seg model is utilised,
comprising 261 layers with 11,792,031 parameters and 11,792,015 gradients. The SGD
optimisation algorithm is employed during the training process with a learning rate of 0.01.
The image size used for both training and evaluation is 640x640 pixels. Two workers are
activated when using Datal.oader to optimise data loading speed. The training process is
expected to run for 100 epochs.

The OCR model utilised in this approach is Tesseract OCR, one of today's most
powerful and widely used tools. This OCR model was chosen for its excellent character
recognition capabilities, flexibility, and customisation options, allowing adaptation to
various formats and types of documents. The stability and accuracy of Tesseract OCR have
significantly contributed to extracting text from images, ensuring the precision and
completeness of the obtained information. The language experimented on in this project is
Vietnamese.

In the image captioning model, an API developed by AlAnytime is utilised, optimised
explicitly for image caption generation. This API integrates FastAPl and the Vision
Transformer (ViT) model. The decision to integrate this API into the approach is based on
its advanced capabilities in generating descriptive captions for images.

In extracting formulas from images, the Pix2Tex library and the LatexOCR model are
utilised to recognise LaTeX code. Subsequently, the LaTeX code undergoes conversion into
the MathML format. Then, using the Speech Rule Engine (SRE) through JavaScript,
MathML is transformed into speech, generating detailed descriptions of the mathematical
formula content.

We are consolidating and rearranging the results of OCR, image annotation, and
formula annotation processes to generate a cohesive text. This comprehensive text is then
transformed into audio using Google's Text-to-Speech API, providing a convenient
document reading experience for individuals with visual impairments.
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3. Results

Figure 9 visually represents the outcomes observed at various stages during the model
training process. Additionally, Table 1 presents a comprehensive overview of the average
loss values throughout training.

2.4 4

2.2 4 Los

—— Train/box_loss
—— mMAP50(B)

1.6 1

metrics/mAP50(B)

train/box_|oss

1.4 4

1.2 4

1.0 4

0 20 40 60 80 100
Epoch

Figure 9. Results during the model training process

The average loss values during the training process show that the model achieves
excellent classification performance with an Avg Class-Loss of 0.912, indicating that the
model's object recognition capability is very accurate. Although there are still some
challenges in segmentation with an Avg Seg-Loss of 1.561, predicting positions and sizes
with an Avg Box-Loss of 1.154, as well as specific points with an Avg Dfl-Loss of 1.122,
these values are all at an acceptable level.

Table 1. The average loss values during the training process

Avg Box-Loss Avg Seg-Loss Avg Class-Loss Avg Dfl-Loss

1.154 1.561 0.912 1.122

Table 2 represents the performance evaluation metrics of the model, such as mAP,
Precision, and Recall for the recognition and localisation of bounding boxes across different
classes. The "Table" class achieves the highest mAP50 with a value of 98.3%, which is an
exceptionally high metric. With mAP50 at 77.9%, Precision at 82.8%, and Recall at 75.7%.
However, the mAP50 is reasonably good; the difference between Precision and Recall may
highlight the challenge for the model in maintaining a balance between accuracy and
evaluation for the "Text" class.

Table 2. Model performance evaluation in recognising and localising bounding boxes

Formula Geometry Image Table Text All
mAP50 88,2% 96,4% 80,5% 98,3% 77,9% 88,3%
Precision 83,4% 91,7% 72.6% 96,4% 82,8% 85,4%
Recall 85% 91,4% 82,9% 90,2% 75, 7% 85%
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Figure 10 depicts the confusion matrix among the classes. Overall, the model performs
well across multiple classes, but some areas need improvement, particularly for the "Image”
and "Text" classes. The model performs excellently for the "Table™ and "Geometry" classes.
The model may require fine-tuning and optimization for other classes to enhance accuracy
and evaluation.

Predicted

Tabde

Geometry mage Table  Text backgroung

Figure 10. Confusion matrix
Table 3 compares results with related works, including different models, datasets, and
evaluation metrics such as mAP@IoU0.6, mMAP@I10U[0.50:0.95], and mAP@I1oUO0.5. The
respective values indicate the performance of each model on the specified datasets.
Table 3. Compare the results with related works

Model Dataset Evaluation Metrics Value
NLPR-PAL
ICDAR-POD MmAP@1oU0.6 87,4
(Gao et al., 2017) @
Mask R-CNN
PubLayNet MmAP@10U[0.50:0.95 91
(Zhong et al., 2019) HbLRY @loUl ]
Pre-train YOLOvVS8 Textbook mAP@I1oU0.5 88,3

Figure 11 illustrates document images before and after the segmentation process. In
this image, the outcome of document segmentation is observed, revealing distinct
components and structures within the document after processing.
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Figure 11. Document images before and after segmentation
Figure 12 presents the result obtained from the specifically optimised OCR process for
handling Vietnamese text. This outcome showcases the efficiency of the automatic
handwriting recognition technology using the Tesseract OCR tool, demonstrating the
system's effective processing and decoding capabilities for Vietnamese text.

Hinh tru Hinh try
Khi quay hinh chO nhat ABCD mét vong

Khi quay hinh chir nhit ABCD mot vong
“quanh ranh CD cé dinh. ta duge mét binh

quanh canh CD ¢8 dinh, ta durge mét hinh
try (h. 73). Khi dé6 : h.73), Khi 48

2 . DA va CB quét nén dai déy cl ho
« DA va CB quét nén hai diy cia hinh * vé qUEE nEn dat dafy co ho
try, 14 hai hinh trén bing nhau nim trong
hai mat phang song song, c6 thm D va C.

ta, I& hai hinh trdn bang nhau nam bong
bai my phdng xong song, s& tam D va C,
+ Canh AB gudt nén mdt su guudnh cd
try, méi vi tri cla AB dugc goi 14

mit duéng nh. Chdng han EF té mdt

* Canh AB quét nén mdr xung quanh cia
hinh tru, méi vj tri cia AB duge goi la
mdt dwomg sinh. Ching han EF 1 mdt

P iy OCR (Vietnamese) dugng sinh. ] )
+ Cac dvbng sinh cUa hinh try vuéng géc

* Cdc dudmg sinh ciia hinh try vudng géc vdi hal mat phdng day. P§ dai duang sinh
v&i hai mat phang diy. D6 dai durdmg sinh 14 chifu cao cla hinh tru.
la chiéu eae cta hinh try
* DC goi la trwe cia hinh tru % DC goi 14 xyc cUa hinh try

m Lo gom & hinh 74 c6 dang mot hinh tru Xa gém & hinht 74 cé dyng mét binh rry
Quan sdr hink va cho hiér ddu la ddy, “Quan sat hinh va cho biét daw 1a ddy,
ddw la mdt xung quanh, diu la dieomg diy 1a m&t vung guanh, d@3uv 14 duding
sinh cua hinh try dé * sinh cla Rinh ty 48 7

Figure 12. Results of Optical Character Recognition in Vietnamese
Figure 13 represents the result of the image captioning process in this solution.
Throughout this process, an API developed by AlAnytime is integrated. To meet the specific
requirements of the task, the resulting captions are then translated from English to
Vietnamese.
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Image Captioning

two young boys
sitting on a
wooden bench

Translate into Vietnamese

Hai cau bé ngbi
trén ghé gb

Figure 13. Results of the image caption generation process
Figure 14 illustrates the results of generating captions for formulas using LatexOCR
technology to recognise formulas and the Speech Rule Engine (SRE) to convert them into
speech, providing detailed descriptions of their content.

) : £
x“4xfdsl= x+T

~

Formula
Captioning

x squared plus x the square root
of 3 plus 1 equals open paren x
plus the fraction with numerator
the square root of 3 and
denominator 2 close paren
squared plus one fourth

Translate into
Viethamese

X binh phwong céng véi x can
bac hai ctia 3 cang véi 1 bing
paren x mé& céng v&i phan sé
véi tlr s can bac hai cila 3 va
miu sb 2 Béng paren binh
phweng cdng véi mét phan tw

Figure 14. Results of the formula caption generation process
The final results are depicted in Figure 15. Consolidating and reorganising the
outcomes of OCR, image annotation, and formula processing processes to generate a
cohesive text. Ultimately, it is converted into audio.

Ninh:n',

130\’

'— Cay rirng ngap man phan ba & ving bai Idy ven bién. Khi
nuroc triéu |én cao,\nva than cay ngap chim trong nugc. nhung
khi thuy triéu it xuéng & |6 toan bénhé théng r& cay rét phat
irién. Cay khang thé sdng duge trong @iéu Kién ngdpinnude
(huéng xuyén nhu khi ta dip bo ngan nudc dé nudi 16m ca. Cay
rumg ngap.\inman 14 cay song trong méi trudng ngap nude dink

['Mét dong séng chiea nhieu nuec ben canh hang rao’],

'Hinh 43.4. Cay rirng ngdp man trang tai do T udn Chéau, Quang

[Hai céu bé ngdi trén ghé B

"Hinh 28,3, Hai em bé déng sinhin,

"2. Y nghia cUa nghién ciru tré ddng sinh:in'n"Nghién clu tré déng sinh gidp
ngudn ta hidu rd vai rd clia kiéu gen va vai ird cialinmdi trudmg doi voi su hinh
thanh tinh trang. s dnh hudng khdc nhau cda mdilntreemg ddi véi t trang sb
itPgng wa tinh frang chat lwong 'n'nGidng nhir & ddng vat va thirc vat, con ngud
ciing co nhitng nh trang rat it hoacindu nhir khdng chiu anh hudng ct mai
trrng, Nguroc Ia'n‘chiu &nh hudng cét ion clia méi trudng nén rat dé bi bién
doi \ninnhitng tinh trong'n’,

'Phoo ddi sur di trugn Cu MOI (INH trang NHAT dIAN trén nhiing NGHOE\nhudc
ciing smit déng o gaa nhidu thé ha, ngudn fa co the xac dinhinduge dac didu di|
truylw (1rdi, lén, do mét Nai) khigu gek qui dinh)nAighleh cu tré ddng vinh che
trifng co thé xac dinh duoc Linh trang\nXa do gEN qujit divA 1a chi gu, (nh
trung ndo chi GA hurdnginwhidu clia mdi truomg ty nhién rl il héi in'

‘B0

Figure 15. Final result
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4.  Conclusions and recommendations

This method demonstrates high efficiency, mainly when there is limited overlap
between components during the segmentation process. Simultaneously, image quality plays
a crucial role in ensuring favourable processing outcomes. The subsequent steps in this
research focus on enhancing model accuracy and execution time.

In future works, efforts to optimise performance will be made, especially in cases with
substantial overlap between various document components. The objectives of this study
include processing and annotating remaining components, such as tables and graphics,
further advancing the capabilities of this approach. Additionally, this algorithm will be
deployed on embedded systems to enhance the practical applicability of this research work.

«+» Conflict of Interest: Authors have no conflict of interest to declare.
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TOM TAT

Nghién cizu nay gisi thiéu mét giai phap ap dung céng nghé phan tich va nhdn dién tai ligu dé
cdi thién kha ndang tiép can tai liéu cho nhing nguoi khiém thi. Muc tiéu & phat trien mét thugt toan
c6 kha ndng phdan tich néi dung cia c&c thanh phan van ban mét céch chinh xac va chuyén dai ching
thanh d@inh dang giong Nn6i. Sir dung mé hinh YOLOVS da dwoc dao tao trude dé phan tich tai lidu va
cdng nghé nhdn di¢n ki tw quang hoc, md hinh chu thich hinh anh si dung AP1 AlAnytime va cong
nghé Pix2Tex dé trich xudt ma LaTeX tir hinh danh, hé tro chuyén déi cac cong thic todn hoc thanh
tir ngir noi. Két qua nghién cizu chizng minh tién trién ddng ké trong viéc hé trorhiéu qud viée doc tai
ligu, déng gdp ¥ nghia cho linh vuc cdng nghé hé tro cho nguoi khiém thi.

Tir khoa: phan tich va nhan dang tai liéu; xir If anh tai liéu; nguoi khiém thi
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